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published by:
The National Research Institute of Health Data Science (NIHDS) at Peking University  

Source:http://www.nihds.pku.edu.cn/haiindex/index.html

Health AI in clinical trials

Since 2018, China has surpassed the United States in 

the number of health AI clinical trials, ranking first in the

world.

Global and U.S.: universities/hospitals -

60%, enterprises -40%

China: only 11% from enterprises.

Since 2018, China has ranked first in 

the number of health AI clinical trials.
Since 2018, China has ranked first in 

the number of health AI clinical trials.
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Research and Development 

Do Good

For Humanity

Be Responsible

Control Risks

Be Ethical

Be Diverse and Inclusive

Open and Share

Governance Principles for the New Generation 

Artificial Intelligence Developing Responsible 

Artificial Intelligence

Jun 17, 2019

 Harmony and Human friendly

 Fairness and Justice

 Inclusion and Sharing

 Respect for Privacy

 Safety and Controllability

 Shared Responsibility

 Open and Collaboration

 Agile Governance

http://www.linking-ai-principles.org/cn

LAIP –Linking Artificial Intelligence Principles

Integrating, synthesizing, analyzing, and promoting global AI Principles 

as well as their social and technical practices.



Background

• Shenzhen is promoting "AI + medical health".

• AI-related products have been widely developed. 



Background

• What does responsible conduct of health AI research mean?

• From ethical requirements to practical ethics

• For such research, are there difference between regular cl inical research? What might be 

special for health AI research?

• What responsibi l i t ies of related stakeholders?

• How to implement ethical considerations into AI research?

• Engineer

• Research insti tute



Objectives

• To explore the views(personal opinion)of research team members (part icular engineers) and 

inst i tutes engaged in AI products design in healthcare,and 

• How to integrate ethical considerations into AI design?

• To have an overal l  understanding on this issue

• To propose appropr iate pol icy recommendations in Shenzhen, China.



Methodology

• Design: A qual i tat ive study,A semi-structured interview guide was developed based on a 

group discussion involving the study team. The themes included  experiences, current 

status, att i tute, barriers, needs and suggestions on responsibi l i ty sharing.

• Participants: Strati f ied purposive and convenience sampling were used. 

• The interviewees were encouraged to share their opinions freely and discuss their own 

questions of interest .

Participant 

characteristic
Focus group 1 Focus group 2 Focus group 3 Focus group 4

Number 6 7 9 7

Academia-

Research institute

Academia-

Research 

institute

Industry –

company

Academia-

Regional IEC

Role Directors of  Health AI  R&D team in different feild IEC members 



Main Findings and Discussion

1.  How to conduct ethical review on AI projects ?

Issues:

• The eth ical  awareness and supervis ion measures in  the medical  AI  R&D products are re lat ive ly 

weak in  industry and research inst i tutes. Some interviewees asked: 

"Should medical  AI  be in  compl iance wi th the Eth ical  Guidel ines for  Heal th -related Research 

Involv ing Human Subjects?”

“Can we f i t   a  b ioethics approach wi th AI? We don' t  have speci f ic s tandards for  rev iewing the medical  

AI  R&D pro jects.”

Coping strategies:

• Setup key points of  considerat ions on AI  pro jects Eth ical  review:

Value and sc ient i f ic  va l id i ty

Data resources: proper in formed consent, data t ransfer agreement

Data secur i ty approaches

Suff ic iency of  pr ivacy protection

• Improve the capabi l i ty of  Eth ic review board

member's t ra ining, qual i f icat ion



Main Findings and Discussion

2. How to conduct responsible AI projects from institutional level

Issues:

• Mult idiscipl inary cooperation is insuff ic ient.

Some interviewees said: "those who understand algori thms do not understand 

medicine,whi le those who understand medicine do not understand algori thms".

• I t  is hard to judge the responsibi l i ty and accountabi l i ty for AI systems design er.

“While we work on early algori thms and models for product development, the early stages of 

development are st i l l  uncertain about future appl ication scenarios without engaging with end 

users.

Coping strategies:

• to ensure accountabi l i ty mechanism for AI systems design

• to ensure qual i f ication and capabi l i ty of mult idiscipl inary research team

• to establ ish a model of community engagement 



Main Findings and Discussion
3. How to conduct responsible AI projects from R&D staff - engineer level

Issues:

• Lack of ethical awareness

• It is hard to take the responsibi l i ty from individual level

“ You are overthinking. I t  is actual ly not very real ist ic to share the responsibi l i t ies .The 

Engineer&apos;s input on the product usual ly is designed by the product manager based on 

the market needs.On a project, I t  is a teamwork for specif ic task.team members are often 

changed, not permanent on each project. that makes i t  more dif f icult  to st ick with one team 

for one project. ”

Coping strategies:

• Set up appropriate engineers' self -discipl ine code

• Provide ethic training

• To have a product -based accountabi l i ty model, in which the R & D product design team/owner 

carries out the accountabi l i ty instead of the individual engineer.
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